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Abstract

While many processing in memory (PIM) research stud-
ies demonstrate significant improvements in memory system
energy efficiency, relatively little attention has been paid to
the sources of overall energy efficiency of PIM systems. In
this paper, we quantify the sources of energy efficiency of a
GPU-based PIM design and show that selecting low-power
operating points for the in-memory processors is an important
aspect, accounting for a 1.9x improvement in energy efficiency
compared to a mainstream implementation of the evaluated
GPU design. Memory interface efficiency of PIM provides
an additional 3.8x improvement over that. These results also
demonstrate that, due to memory system inefficiencies, im-
plementing high-performance and low-power heterogeneous
cores on the same die attached to a conventional memory
system can only realize a fraction of the overall improvement
realized by PIM (52% in our study). While these results in
general confirm conventional wisdom, we quantify the relative
importance of these processor and memory efficiency factors
across a wide range of benchmarks and encourage further re-
search to enable and leverage the symbiosis between PIM and
heterogeneous computing to further improve energy efficiency.

1. Introduction

Processing in memory (PIM) has been researched over a long
period of time as a technique to address memory system bot-
tlenecks (e.g., [12, 13, 17, 20, 21]). Many of these approaches
required the integration of processing elements and memory
(DRAM) on the same silicon die, hampering adoption in main-
stream implementations. Recent PIM studies have used 3D
die-stacking to incorporate processing and memory within a
single die stack (e.g., [5, 11, 19, 23, 27]). This approach al-
lows logic and memory dies to be fabricated in their respective
process technologies before being incorporated into a 3D stack.
Figure 1 shows an example organization incorporating such a
3D-stacked PIM implementation. The host is a traditional pro-
cessor attached to a number of memory modules (four in this
example). Each memory module consists of DRAM, which
forms the main memory of the host, and a logic die under the
memory dies, which contains the PIM devices.

Improvements in processor energy efficiency and emerg-
ing data-intensive applications cause an increasing fraction of
system energy to be spent on moving data to and from main
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Figure 1: Example system organization with PIM.

memory. PIM is an effective method to reduce this data move-
ment energy. Consequently, energy efficiency evaluations of
many PIM studies focus on the memory system. However,
a variety of factors also drive PIM implementations to se-
lect energy-efficient processors and less aggressive operating
points. For example, the computations that benefit the most
from PIM are memory-intensive ones. Therefore, PIM cores
need not be designed nor operated in a manner that maximizes
arithmetic throughput. Further, thermal challenges are exacer-
bated for PIM as DRAM data retention times are reduced at
higher temperatures, which also motivates lower PIM power
consumption. The use of such energy-efficient processor cores
also contribute significantly to the overall energy savings of
PIM solutions relative to mainstream systems.

Another important approach to improve energy efficiency
is processor heterogeneity. Research and industry efforts
on heterogeneity fall into two categories. In one, hetero-
geneity is based purely on performance and arises from
high-performance and low-power variants of the same ex-
ecution architecture. For example, “big” cores and “lit-
tle” cores may be incorporated into the same die such that
non-compute-intensive tasks may be executed on the power-
efficient cores [18]. In the other, heterogeneity arises from the
incorporation of accelerators along with general-purpose pro-
cessor cores. Examples include systems with programmable
accelerators specialized for certain classes of applications (e.g.,
GPGPU for data-parallel workloads), configurable accelera-
tors (e.g., FPGAs), and domain-specific or fixed-function ac-
celerators (e.g., image and video codecs). In both categories,
the common characteristic is improved performance or energy
efficiency relative to homogeneous processors through het-
erogeneity. However, as energy efficiency of the execution
units improves, the energy consumed by conventional memory
systems becomes more significant, limiting the overall benefit.

To understand the contributions of processor heterogeneity
and memory interface to the energy efficiency of PIM, we
compare three designs: a host configuration that models a



hypothetical, near-future, high-performance accelerated pro-
cessing unit (APU) that combines CPU and GPU on the same
die with a memory system based on high-speed serial links1

similar to Hybrid Memory Cube (HMC) [22]; a small (APU)
core configuration that implements less aggressive APU cores
on the host die and utilizes the host’s memory system; and a
PIM configuration that implements the same compute units
as the small cores in the memory modules. Comparing host
and small core configurations, we show that heterogeneity
in the execution units is an important source of energy effi-
ciency for PIM. By comparing to the PIM configuration, we
also show that heterogeneous cores with a conventional mem-
ory system result in limited benefits due to memory system
energy consumption and bottlenecks, and that moving the
energy-efficient computing units closer to memory enables
much greater overall energy savings. Therefore, we encourage
further research to better exploit the complementary nature of
PIM and heterogeneous computing. We also identify a few
such directions and highlight technology evolutions necessary
to support them.

2. Sources of PIM Energy Efficiency
In order to quantify the energy efficiency contributions of pro-
cessor heterogeneity and the memory system, we analyze the
system and benchmarks evaluated by Zhang et al. [27] and
extend the energy estimates of that work in two ways. First,
we break down the energy consumption across key compo-
nents of the system. Second, we introduce the small core
configuration to better understand the benefits of processor
and memory interface optimizations. The system organization
is similar to Figure 1, consisting of a host and four memory
modules, and the key parameters are summarized in Table 1.
Host, small core, and PIM devices are APUs and the eval-
uation focuses on their GPU execution engines. The GPUs
are based on AMD’s Graphics Core Next architecture [6], the
host design point was chosen by extrapolating GPU market
trends, and the PIM design point was chosen based on area
and thermal constraints [9, 27]. The PIM devices use a less
aggressive operating point enabling the use of a low-power
process and/or low-leakage devices. Note that the aggregate
PIM compute throughput is 50% of that of the host. The
benchmarks evaluated consist of kernels from subsets of the
Mantevo [15] and Rodinia [8] suites and custom-developed
graph processing algorithms. For PIM execution, data sets
are partitioned and shared data structures are replicated to
minimize communication among PIM devices as is likely to
be the case in realistic, efficient PIM-based implementations.

Our evaluation uses the simulation methodology described
by Zhang et al. [27], which gathers hardware performance
counters during native execution on an existing GPU and uses
machine-learning models to estimate performance and core

1While discrete GPUs are now available with in-package stacked memory,
we do not anticipate the inclusion of all of system memory within the processor
package for high-performance systems in the foreseeable future.

Host Small Core PIM
Number of instances 1 1 4
GPU compute units per instance 64 48 12
GPU clock frequency (MHz) 1000 650 650
Compute throughput per instance (TFLOP/s) 4 2 0.5
Peak DRAM bandwidth (GB/s) 4×160 4×160 640
Technology node (nm) 16 16 16LP
TDP per instance (W) 170 40 10
Leakage (% of TDP) 22.5 5 5

Table 1: System configuration and parameters.

dynamic energy consumption of other design points. This ap-
proach has been shown to have accuracy comparable to cycle-
level simulators [26, 27]. Cache energy consumption is in-
cluded in core dynamic energy and is assumed to scale with the
number of compute units. Processor static power is estimated
assuming an aggressive implementation in a performance-
optimized process for the host, low-leakage devices in the
same process for small cores, and a power-optimized process
and/or low-leakage devices for PIM. We conservatively as-
sume the small core static power can be controlled to the same
degree as the PIM devices, which in reality may not be pos-
sible as the small cores are implemented on the same die as
the host, which may limit the range of process parameters
available to reduce leakage (such as threshold voltages and
oxide thicknesses) compared to a dedicated low-power process
that can be used for PIM devices. Memory interface power
is estimated for the SerDes and interface support logic within
each memory module for communication with the host die.
We assume this interface is similar to HMC and consumes
4.5pJ/b [16, 24] at 160GB/s per memory module. We also
assume interface power consumption is constant regardless of
utilization as idle symbols need to be transmitted when the
interface would otherwise be idle to keep the links aligned
and the recovered clocks locked [4, 7]. Power consumed
by the memory interface on the processor die (in the case
of host and small core) is included in the processor dynamic
power estimate. We model DRAM dynamic power encompass-
ing DRAM core access (4pJ/b [25]), expected TSV traversal
(0.4pJ/b [1]), and expected wire traversal within the memory
module2 (0.8pJ/b [2]). DRAM static power corresponds to
background and refresh power and is estimated at 10% of the
maximum active power of the DRAM dies [23]. We assume
unused compute units are completely power-gated (e.g., PIM
and small cores are power-gated during host execution).

Figure 2 shows the performance of each of the evaluated
kernels on PIM normalized to the execution time on the host.
The execution times for the small cores match that of the host
for memory-limited kernels and PIM for compute-limited ker-
nels. In general, memory-intensive kernels show performance
improvements on PIM (e.g., RW_mem_init) while compute-
bound kernels (e.g., CoMD_EAM3) show performance degra-
dations on PIM due to its reduced compute capabilities. Fur-

2We assume an organization similar to High Bandwidth Memory [3]
within the memory module, where all memory channel TSVs are near the
center of the 3D stack.
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ther discussion of performance results from this study was
provided by Zhang et al. [27].

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

N
o

rm
a
li
z
e
d

 P
e
rf

o
rm

a
n

c
e

Figure 2: Normalized performance of PIM relative to host. PF, SP, and RW
refer to ParticleFilter, ShortestPath, and RandomWalk benchmarks.
Multiple kernels of a benchmark are labeled as benchmark_kernel.
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Figure 3: Normalized energy consumption of host (left bar of each group),
small core (middle), and PIM (right). Energy consumed by the
memory interface on the processor die (for host and small core) is
included in core dynamic energy.

Figure 3 shows the energy consumed by the host, small
core, and PIM configurations, normalized to the host. Com-
paring these three configurations enables us to evaluate the
memory access efficiency of PIM independently of the impact
of processor core heterogeneity. We assume the small cores
are implemented close to the host die’s memory interfaces and
do not incur wire traversal overheads on the host die. Note,
however, that these small cores must access memory via the
host’s conventional memory interface.

On average, the small cores reduce energy consumption by
47.5% (1.9× improvement) compared to host execution for the
kernels evaluated when both processor and memory energy are
considered, which highlights the contribution from processor
heterogeneity. PIM further reduces energy by 73.7% (3.8×
improvement) compared to the small cores, which largely cor-
responds to eliminating off-chip memory interface power on
both memory and processor sides3. PIM also benefits from
cases where kernel execution is memory-bound and the ad-
ditional memory bandwidth available to PIM (4× the host
bandwidth) results in faster execution times, reducing en-
ergy due to static and memory interface power. Conversely,
compute-bound kernels take longer to execute on PIM and

3Our assumptions throughout the evaluation bias in favor of the small
cores over PIM, from assuming leakage identical to PIM to ignoring wire
traversal power on the host die. Therefore, in reality, the benefits of memory
interface savings of PIM may be slightly greater than reflected here.

small cores due to their reduced arithmetic capabilities relative
to the host. In these cases, the small cores are more severely
affected due to their higher memory interface power consump-
tion. CoMD_EAM3 is an extreme case where the increased
execution time results in small cores consuming more energy
than host execution.

3. PIM and Heterogeneity
The evaluation above demonstrates the complementary nature
of the energy savings afforded by PIM and heterogeneous
computing. While this study evaluated PIM based on a more
power-efficient implementation of the same architecture as the
host, these results encourage the exploration of other forms of
heterogeneity in conjunction with PIM as well. One such op-
tion is to move all accelerators that are geared towards stream-
ing or high memory bandwidth utilization (e.g., GPGPU) to
PIM and remove them entirely from the host. Such a design
can not only reap the benefits of PIM but, by moving memory-
intensive computations to PIM, may also be able to reduce
host energy consumption by using more energy-efficient mem-
ory interfaces that can still meet the reduced host requirements.
Accelerators that are geared largely for energy efficiency may
also be moved entirely to PIM.

Another form of heterogeneity that can further enhance the
benefits of PIM is to adapt the processor microarchitecture for
in-memory computation. While the above study used an off-
the-shelf APU design for PIM, optimizing the compute units
(e.g., increased load/store issue rates), cache hierarchy (e.g.,
fewer levels and reduced sizes), on-chip interconnect (e.g.,
tailor to distribution of memory channel TSVs), and other
components to better match the characteristics of memory-
bound kernels and to better utilize the stacked memory can
yield additional benefits. Further, the tighter coupling be-
tween compute and memory in PIM could be exploited to
implement novel memory access scheduling and page manage-
ment policies, improved memory-side prefetching, finer-grain
memory power management, in-memory atomics and synchro-
nization primitives, and other such enhancements. While some
PIM proposals (e.g., [5, 19]) incorporate a subset of these el-
ements, they present specific designs with little exploration
of the design space. Therefore, much remains to be done
in quantifying the impact of microarchitectural decisions in
the context of PIM, especially when applied to architectures
such as GPUs that can leverage their existing software ecosys-
tems to ease PIM adoption. Another promising direction is
to implement non-traditional techniques such as approximate
computing [10, 14] and reduced-precision arithmetic as PIM
for even greater energy efficiency gains.

Fully enabling techniques such as those identified above re-
quire evolutions in the system-level and software ecosystems.
Examples of necessary evolutions include memory interfaces
that fully support PIM (including cache coherence and efficient
synchronization), programming abstractions that ease data par-
titioning across multiple memory modules with PIM, system
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software that can intelligently manage PIM accelerators, task
schedulers that not only exploit processor heterogeneity but
also data-compute affinity, virtual memory management tech-
niques that enable a shared virtual address space among host
and PIM devices, and power management solutions that effi-
ciently allocate power to host or PIM computations. While
many of these are not exclusive to PIM (i.e., accelerators in
general and high-performance memory systems require many
of the same evolutions), significant research opportunities re-
main to be addressed in these areas. However, we believe
the potential energy savings demonstrated in this paper and
the opportunities for even greater improvements motivate and
justify research into realizing the full potential of effectively
combining PIM and heterogeneous computing.
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