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a b s t r a c t

A novel system for image guidance in totally endoscopic coronary artery bypass (TECAB) is presented.
Key requirement is the availability of 2D–3D registration techniques that can deal with non-rigid motion
and deformation. Image guidance for TECAB is mainly required before the mechanical stabilisation of the
heart, when the most dominant source of misregistration is the deformation and non-rigid motion of the
heart.

To augment the images in the endoscope of the da Vinci robot, we have to find the transformation from
the coordinate system of the preoperative imaging modality to the system of the endoscopic cameras.

In a first step we build a 4D motion model of the beating heart. Intraoperatively we can use the ECG
or video processing to determine the phase of the cardiac cycle, as well as the heart and respiratory
frequencies. We then take the heart surface from the motion model and register it to the stereo endoscopic
images of the da Vinci robot resp. of a validation system using photo-consistency. To take advantage of the

fact that there is a whole image sequence available for registration, we use the different phases together
to get the registration. We found the similarity function to be much smoother when using more phases.
This also showed promising behaviour in convergence tests.

Images of the vessels available in the preoperative coordinate system can then be transformed to the
cted
e aug
onve
camera system and proje
keying. It is hoped that th
conversion rate to more c

. Introduction

.1. Augmented reality and applications in surgery

Augmented reality (AR) systems applied to surgery aim to
verlay additional information, most often in form of images or
enderings, onto the real view of the surgeon. Using a stereoscopic
evice has the potential advantage of enabling 3D perception of
oth the surgical field and overlays, potentially allowing virtual
tructures appear beneath the real surface as though the tissue
ere transparent.
Several AR devices have been developed for applications in
edicine. Head mounted displays (HMDs) have been proposed,

mong others, by Fuchs et al. [1], Birkfellner et al. [2] or Wendt
t al. [3].
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into the calibrated endoscope view using two video mixers with chroma
mented view can improve the efficiency of TECAB surgery and reduce the
ntional procedures.

© 2009 Elsevier Ltd. All rights reserved.

HMDs generally suffer from fast head movements often causing
misregistration. Only few have therefore ever left their laboratories,
and most appear in latency or stereo perception measurements,
phantom, cadaver or animal studies [4–8].

AR systems using devices that remain in fixed positions, such
as operating microscopes [9,10] or undergo tremor reduced move-
ments such as the stereo endoscopes used with the da Vinci robotic
operating system are more promising to proceed to the operating
theatre.

In this paper we describe a system for image-guided robotic sur-
gical treatment of coronary artery disease. We aim to enhance the
endoscopic view provided by the da Vinci robot with information
from preoperative imaging.
1.2. Clinical need

Totally endoscopic coronary artery bypass (TECAB) is a mini-
mally invasive robotic cardiac procedure performed on the beating
heart. A stereo endoscope gives the surgeon a 3D view of the oper-

http://www.sciencedirect.com/science/journal/08956111
http://www.elsevier.com/locate/compmedimag
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tive field. Surgical tools are driven by intuitive manipulators that
rovide 7 degrees-of-freedom as well as smoothing and magnifi-
ation of motion. The endoscope and tools are introduced into the
atient through small incisions, minimising the resulting trauma.

TECAB has the potential to treat coronary artery disease without
he need for invasive sternotomy or heart–lung bypass. However,
here is still a conversion rate to more invasive methods of 20–30%
11–13]. This can occur if there is misidentification of the target
essel or difficulty in locating the artery if it is hidden by fat.

For this reason there has been some interest in introducing
mage guidance to TECAB. Mourgues and Coste-Maniere [14] and
dhami and Coste-Maniere [15] proposed such a system where the
reoperative model comes from bilateral X-rays. Mylonas et al. [16]
roposed gaze-contingent tracking to stabilise the motion of the
eart and Stoyanov et al. [17] demonstrated soft-tissue tracking
ased on robust feature tracking.

We have identified two critical points in the procedure that
ight gain from intraoperative guidance. During harvesting of the

eft internal mammary artery the position of the bifurcation would
e useful to know to allow surgery to progress rapidly to this point.
fter opening of the pericardium overlay of the target vessel will
llow accurate location and identification. It is hoped that such
uidance will make surgery more efficient and reduce the conver-
ion rate for TECAB.

Furthermore if excessive pericardial fat can be seen in preop-
rative scans it usually represents a contra-indication to TECAB
ecause of potential vessel misidentification. Image guidance could
nable TECAB to be performed in more difficult cases.

. Materials and methods

We use a HP xw9400 workstation with two dual output graph-
cs adapters (nVidia Quadro FX 1500) that provide the overlays to
ach eye, and a four channel frame grabbing device (Active Silicon,
xbridge, UK) for the purposes of registration. All video images
ere interlaced with 25 full images per second. The target of our
ork is the da Vinci robot which is equipped with a stereo endo-

cope and stereo video output via BNC and S-video.
Overlay on the view through the da Vinci is provided using two

ideo mixers (Panasonic WJ-MX 50) with chroma keying function-
lity. This ensures that there is no increased lag introduced by the
ystem. The video output of the ECG is also connected to frame
rabber. The layout of the system can be seen in Fig. 1, the quality
f chroma keyed overlay can be seen in Fig. 2.

As a development and validation system two Sony DCR-TVR
0E digital video cameras were used instead of the da Vinci stereo
ndoscope. The video cameras were calibrated using a calibration
oolbox implemented in MatLAB by Jean-Yves Bouguet [18]. The
ony cameras allowed for a simpler calibration avoiding radial dis-
ortion compared to the endoscope.

A further calibration has to be done to register the input coor-
inates of the video mixer to its output coordinates. This was done
y a point to point registration with scaling using the method pub-

ished in [19].
To achieve guidance a 4D model of the beating heart is required,

s the coronary vessels move with the heart movement. This must
e both temporally and spatially registered to the patient. Finally
he model must be visualised using the calibrated endoscopes.

.1. 4D model construction
The preoperative model of the patient comes from coronary CT,
hich provides a fully 4D representation of the patient. The CT can

e reconstructed at up to 20 phases throughout the cardiac cycle,
ee Fig. 3 for an example. The relevant vessels must be segmented
ing and Graphics 34 (2010) 61–68

along with the surface of the myocardium. As they are part of the
4D model, their motion will be modelled as well.

We segmented one phase using a semiautomatic region grow-
ing method implemented in [20]. We then applied the non-rigid
registration method in [21], which is implemented in the software
rview[20] to propagate this phase to the others, an example of a
patient model can be seen in Fig. 7.

2.2. Model-based 2D–3D registration techniques

Having obtained a preoperative model of the patient’s heart we
now need to align this model to the video view through the da Vinci
endoscope.

Our strategy in performing registration is to separate the tem-
poral and spatial alignment of the preoperative model.

Temporal alignment can be obtained using the ECG signal, e.g.
via the video output from the ECG which is connected to the frame
grabber, see Fig. 1.

Having established temporal registration, the remaining motion
will be rigid apart from possible deformation of the heart due to
breathing [22].

The main parameters for the 4D motion model, heart rate and
respiratory frequency were found by image processing. They were
determined using a video sequence of the beating heart and com-
paring one of the images with all the others using cross-correlation
as a similarity measure. The frequencies were then found as peaks
in the Fourier transform of this function.

Aligning the phases of the video sequence and the 4D CT is done
by visual judgment. There are several time points that can easily be
found in both the rendered CT surface and the video sequences and
can be used for temporal synchronisation, e.g. the end of the systolic
phase, where the heart is in maximal contraction. In practice this
could also be achieved using the ECG signal.

To establish correspondence we used photo-consistency [23,24]
as a similarity measure applied to the calibrated stereo views that
are available on the da Vinci system.

2.3. Photo-consistency

The idea behind registration using photo-consistency is to judge
whether given projections of a surface are compatible with the
lighting model. Assuming a Lambertian lighting model [25] a sur-
face point should have the same colour in all of its projections.

Fig. 4 gives an example, where three points have similar colour
values in different images. The mean standard deviation of a certain
colour and a certain point over all three images is 2.3 in an 8 bit
colour space, but the standard deviation for the green component
in the three points of the second image is 26.2. With a Lambertian
light model specular reflections as seen in the lower front of the
heart phantom in Fig. 4 cannot be addressed.

For the registration we have to find the rigid body trans-
formation T from the coordinate system of the surface(-model)
to the common coordinate system of the camera calibrations.
After applying this transformation the surface object will be in a
position where the projections of the surface points are (photo-
)consistent. This consistency can be evaluated using the colour
components of the projections of the surface points x in different
video channels i. If the colour diversity in the images is evalu-
ated by their variance, then the desired transformation T can be
found by:
T = argmin
(

mean
x

(var
i

(colour(PiTx)))
)

(1)

where Pi denotes the projection matrix for camera calibration i.
Fig. 5 shows the situation for three cameras.
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ig. 1. The layout of the system in theatre. ECG and the stereo video are grabbed by t
requencies. The resulting images from the dual graphics output are overlaid to the
iew of the surgeon as they are just copied to our PC (there is a direct connection fr

Photo-consistency as a similarity measure for 2D–3D registra-
ion was introduced by Clarkson et al. [24]. A normalised cost

unction is presented in order to control outliers:

Cnormalised := mean
x

ε2

ε2 + var
i

(colour(PiTx))
(2)

ig. 2. The surface of a heart phantom and the overlay using chroma keying. (a) shows t
o the heart phantom underneath as can be seen in (b).
chine to gain parameters we need for the image overlay, e.g. the heart and breathing
video images using video mixers. There is no delay of the real video images in the
e camera controller via the video mixer to the converter and the master console).

The damping parameter ε has to be chosen according to the
expected noise level in the image [24].
The algorithm was implemented on the HP xw9400 workstation
running Fedora Linux in C++ using OpenGL and the glut library. To
exclude hidden points, e.g. from the backside of the surface, the
depth buffer was used.

he rendering of the surface. The surface file is truncated to visualise the difference
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Fig. 3. The phases of a heart displayed using the software rview. Only about half of the 20 phases are shown.

Fig. 4. With Lambert’s light model the colours in the centers of the circles 1, 2, and 3 should be the same in every image. The mean standard deviation of colours values in
these points is 2.3 in an 8 bit colour space. On the lower front of the second and third image there is a considerable reflection which does not comply with the Lambertian
model and has a very different colour in the first image. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the
article.)

Fig. 5. The transformation T has to move the surface object in a way that the projections of every point of the surface into the video images using the camera calibrations Pi

are photo-consistent. In the case of the Lambert light model they have to have the same colour.
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Fig. 6. The transformation between the preoperativly generated surfaces and the
i
m

2

s
e
a
s
p
s
t
p
u

p
f
m
x
i
p

T

2

d
p
B

g
c
n
r
s
a
h

ntraoperative position is the same for all phases, provided there is no camera move-
ent or respiration.

.4. Photo-consistency using an image sequence

To take advantage of the fact that there is a whole image
equence available for registration, one can try to use the differ-
nt phases together to derive the transformation. Assuming that
ll the deformation or movement of the object can be found in the
urfaces and is completely periodic, the transformation from the
reoperative to the intraoperative coordinate system is always the
ame. In Fig. 6 the chain of transformations from the preopera-
ive coordinates system to the display is shown for three different
hases. Both the transformation T and the camera calibrations are
nchanged in this idealised situation.

Computation of photo-consistency is expensive as it uses all
oints in the image, therefore a good starting position is needed
or the minimisation in Eq. (1). This starting value for the transfor-

ation T is found by identification of several corresponding points
l, xr in the left and right image and on the surface followed by min-
mising the distance of the projected surface points to the image
oints iteratively:

= argmin
∑

points

(||PlTx − xl||2 + ||PrTx − xr ||2) (3)

.5. Heart phantom

To test the accuracy and convergence of the registration proce-
ure we used a motion model generated from a 4D CT scan of a
neumatic heart phantom built by the Chamberlain Group, Great
arrington, MA, USA.

The phantom was scanned by a Philips Brilliance 64 ECG trig-
ered CT, and reconstructed at 10 different phases of the cardiac
ycle. The ECG signal for the heart phantom was generated by a sig-

al generator from Hameg, Mainhausen, Germany, using the heart
ate found by image processing as mentioned in Section 2.2. The
urfaces of the 10 phases were extracted using the marching cubes
lgorithm implemented in VTK (Kitware Inc, NY, USA). The surface
ad 180,460 triangles. No sub-sampling was done, i.e. the points
ing and Graphics 34 (2010) 61–68 65

were used for registration. We did not construct a 4D model from
the heart phantom data set, the surfaces were used as-is.

3. Results

3.1. Camera calibration and video mixer calibration

For camera calibration we used 12 images of a checkerboard
pattern with 11 × 9 squares for every channel. The baselines of the
squares was 7.5 mm. Typical calibration errors with the endoscope
were 0.51 and 0.45 pixels in x resp. y direction for the separate
channels before undistortion and stereo calibration. After undis-
tortion and stereo calibration the distortion coefficients were 10
times smaller and the errors in the same magnitude as before, in a
concrete example 0.4 resp. 0.33 pixels.

The input–output calibration for the video mixers had a mean
error of 0.6 pixels.

3.2. 4D model construction

For preoperative model building we use coronary CT images
reconstructed at 20 even phases throughout the cardiac cycle. To
produce a 4D model we segment the first phase by hand and prop-
agate this to the other 19 phases by non-rigid registration using
[20]. This is similar to the method used by Wierzbicki et al. [26], but
here it is demonstrated on clinical coronary CT scans rather than
phantom data. Fig. 7 gives an idea of the quality of the registration.

3.3. Model parameters

Heart and respiratory rate could easily be determined using the
method described in Section 2.2, for endoscopic videos of a patient’s
beating heart and also for image sequences of the heart phantom.
Fig. 8a shows the Fourier transform of the cross-correlation. The
heart rate measured on the patient was identical to the ECG mea-
sured heart rate. The phantom’s heart rate could be verified by
counting.

3.4. Photo-consistency registration

To evaluate the registration method without introducing errors
by the camera calibration, the temporal alignment or the quality
of the video images we did a first registration series from the sur-
face model to renderings of the surfaces. The renderings were made
using camera calibration data from the robot’s stereo endoscope.
The normalised photo-consistency function, as defined in formula
(2) was used. We found the similarity function to be smoother
when more phases were used. To quantify this, the total variation
normalised by the range was derived:

TV(f ) := 1
max(f ) − min(f )

∫
‖f ′‖ (4)

The variations can be found in Table 1a.
Using the development system consisting of two Sony video

cameras we did measurements comparable to those done with the
renderings.

In this test series absolute photo-consistency as defined in for-
mula (1) and up to 10 phases of the heart cycle were used. In Fig. 9
the situation at the minimum for translation along the z-axis of the
world coordinate system is shown when using 1, 5, or 10 phases.

The corresponding normalised total variations for the functions in
Fig. 9 were 1.69, 1.43, and 1.4. The remaining variations can be
found in Table 1b.

Furthermore we made a test series to compare the conver-
gence, starting at 5 different positions. The starting positions were
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Fig. 7. Non-rigid registration was used to register the first image to the other images. In (a) the deformation of the ventricle is displayed. (b) shows the registered image
slices from different phases (0% and 60%) of the cardiac cycle.
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Another test series with the same method but the absolute
photo-consistency function, a target value=20 and changes just
in the translation components was done. The results can be found
ig. 8. (a) shows the Fourier transform of the cross-correlation from the image num
ain frequencies can be seen 12 and 54 beats per minute, breathing and the heart

hosen using a minimum point of the similarity function and
hen changing this with random numbers. The random numbers
ere generated using the built in function int random(). As they√
re equally distributed in [0, RAND MAX] we did (value/ 6) · 2 ·
(random()/RAND MAX) − 0.5) with value=14 as a target distance. One
esp. five phases were used with the normalised photo-consistency
ersion. The distances to the target point can be found in Table 2a.

able 1
he normalised total variations for parameter and number of phases for the image
equences.

# Phases tx ty tz rx ry rz

(a) Phantom renderings
1 1.69 2.12 1.57 2.42 2.08 2.22
2 1.66 2.06 1.72 2.33 1.77 2.17
3 1.43 1.96 1.51 1.84 1.9 2.06
4 1.42 1.95 1.65 1.86 1.73 1.91
5 1.4 1.96 1.55 1.97 1.9 2.1
6 1.48 1.93 1.59 1.76 1.82 1.79

(b) Video images
1 1.98 2.21 2.06 2.07 3.7 2.47
3 1.74 2.05 1.82 1.64 2.9 2.1
5 1.73 1.88 1.82 1.61 2.6 1.96
10 1.64 1.76 1.73 1.48 2.07 1.88
2 to the other images of a video sequence of the beating heart like in Fig. 10c. Two
b) shows the corresponding ECG display grabbed with the frame grabber.
in Table 2b.

Fig. 9. The image shows translation along the z-axis vs. photo-consistency at the
minimum point using 1, 5, and 10 phases for the video sequence. Total variations
are 1.69, 1.43, and 1.4, for 1, 5, resp. 10 phases.
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ig. 10. A rendering of the preoperative model showing the myocardial surface, lef
ligned rendering (b) and its corresponding endoscope view (c).

.5. Visualisation

An example of retrospectively aligned images is shown in Fig. 10.
e have a number of clinical coronary CT images that are being

sed to investigate preoperative model construction. Registration
lgorithms using both feature tracking and intensity-based tech-
iques are being developed.

. Discussion and conclusion

We presented a system for augmented reality image guidance
f totally endoscopic coronary artery bypass. Previous work has
uggested the use of image guidance in TECAB surgery and demon-

trated its feasibility on a heart phantom [27]. Falk et al. have
emonstrated a system for AR guidance based on multi-planar X-
ay angiography [28]. We describe the first such results built on
linical coronary CT scans to provide the 4D patient model using
on-rigid registration. Heart and respiratory frequencies as param-

able 2
istances to the minimum points for five sequences.

(a) Rotation and translation were changed
Before 8.5 4.7 7.8 9.3 9.9
One phase 5.8 2.7 6.4 3.8 8.2
Five phases 5.4 2.6 6.4 5.1 7.3

(b) Just the translation components were changed for the starting value
Before 8.9 11.6 7.6 2.8 9.3
One phase 5.7 3.9 2.4 2.1 4.6
Five phases 4.9 1.0 1.4 1.7 3.5
nal mammary artery, left anterior descending artery and a diagonal branch (a), an

eters needed to adjust the model to the concrete clinical situation
were derived using image processing. We aligned the phase by
visual judgment but it could also be found in the ECG.

We are also examining whether geometry constraints can be
used as an accurate means of finding the period of the heart cycle,
in the presence of rigid motion of the camera or near rigid motion
due to breathing, a first result has been published in [29]. We
also presented a novel strategy for alignment of this model to the
endoscopic view, using photo-consistency for registration. From
the figures in Table 1a and b we can conclude that the similarity
function is smoother in the meaning of the definition in formula
(4) when using more phases. More interesting might be the prob-
able consequences for the convergence which are illustrated in
Table 2a and b and show promising behaviour for deviations in the
translation component but unfortunately not much improvement
if the rotation is included. We will investigate whether hierarchical
methods could improve the convergence.

Segmentation was done manually in this paper, but additionally
we are investigating the use of a 4D statistical model to produce a
segmentation [30] and also the use of a subdivision surface repre-
sentation of the heart with volume preservation to track the motion
of the myocardium [31].

An additional complexity in reality is also the heart motion
due to breathing [22]. Preliminary work has shown that 3D–3D

non-rigid registration can be used to build separate models of res-
piratory motion of heart [22]. Since both respiratory and cardiac
motion are smooth and continuous, 4D parametric motion models
based on 4D B-splines could be developed. These motion models
could provide compact representations of cardiac motions.
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The confocal light sources for the stereo endoscope of the da
inci robot were also a difficulty, as they are not compatible with
ur diffuse light model and cause considerable noise. We could sim-
ly ignore the brightest parts of the video images as suggested by
toyanov et al. [17]. Another potential technique would be to cali-
rate the position of these light sources and to incorporate specular
eflections into our lighting model.

For augmentation of the endoscopic view we use video mixers,
hich do not introduce any lag to the surgeon’s view of the real sur-

ace. We use chroma keying for the image fusion, which limits the
ange of available colours. This is not a significant limitation as we
ant colour separation between the overlaid view and the largely

ed surgical view. It is hoped that such information can improve
he efficiency of TECAB surgery and reduce the conversion rate to

ore invasive procedures.
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