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ABSTRACT

We propose a novel system for image guidance in totally eswines coronary artery bypass (TECAB). A key requirement
is the availability of 2D-3D registration techniques thahaeal with non-rigid motion and deformation. Image guian
for TECAB is mainly required before the mechanical staklilian of the heart, thus the most dominant source of notatrigi
deformation is the motion of the beating heart.

To augment the images in the endoscope of the da Vinci rolmhave to find the transformation from the coordinate
system of the preoperative imaging modality to the systeth@endoscopic cameras.

In a first step we build a 4D motion model of the beating heattabperatively we can use the ECG or video processing
to determine the phase of the cardiac cycle. We can then lakbedart surface from the motion model and register it to
the stereo-endoscopic images of the da Vinci robot usin@PDegistration methods. We are investigating robust featu
tracking and intensity-based methods for this purpose.

Images of the vessels available in the preoperative coatelsystem can then be transformed to the camera system and
projected into the calibrated endoscope view using twowiaiéxers with chroma keying. It is hoped that the augmented
view can improve the efficiency of TECAB surgery and redueedbnversion rate to more conventional procedures.

Keywords: Image-Guided Therapy, Registration, Medical Robotics;dlization & Tracking Technologies, Endoscopic
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1. INTRODUCTION
1.1 Augmented Reality Applicationsin Surgery

Augmented reality (AR) systems applied to surgery aim torleyeadditional information, most often in form of images
or renderings, onto the real view of the surgeon. Using aetaopic device has the potential advantage of enabling 3-D
perception of both the surgical field and overlays, potdgtalowing virtual structures appear beneath the realate as
though the tissue were transparent.

Some stereo AR devices have been developed for applicatianedicine. Head mounted displays (HMD), for in-
stance, have been proposed by Fuchs étRitkfellner et af or Wendt et af HMDs generally suffer from fast head
movements resulting in misregistration. Only few have ¢fi@re ever left their laboratories, and most appear in tem
stereo perception measurements, phantom, cadaver orlastirdas?-8

The use of AR in devices that remain in fixed positions for amant of time, such as operating microscop&sor
those that undergo tremor reduced movements such as tle®-srdoscopes used with the da Vinci robotic operating
system are more promising to proceed to the operating #heatr

1.2 Purpose

In this paper we describe a system for image-guided robotigical treatment of coronary artery disease. We aim to
enhance the endoscopic view provided by the da Vinci robtt imformation from preoperative imaging. This requires
construction of a fully 4D model of the patient from coron&YV, both temporal and spatial registration of this model to
physical space and visualisation as overlays on the engiasciew.



1.3 Clinical Need

Totally endoscopic coronary artery bypass (TECAB) has thiteqtial to treat coronary artery disease without the need f
invasive sternotomy or heart-lung bypass. However thestlis. conversion rate to more invasive methods of 20-369%
This can occur if there is misidentification of the targetsedor difficulty in locating the artery if it is hidden by fat.

We have identified two critical points in the procedure thagimhgain from intraoperative guidance. During harvesting
of the left internal mammary artery the position of the bifation would be useful to know to allow surgery to progress
rapidly to this point. After opening of the pericardium olar of the target vessel will allow accurate location anchiile
fication. It is hoped that such guidance will make surgeryeredficient and reduce the conversion rate for TECAB.

2. METHODS

The layout of the system can be seen in figure 1. The worksthts two dual output graphics adapters (nVidia Quadro
FX 1500) that provide the overlays to each eye and a multigdatiframegrabbing device (Active Silicon, Uxbridge, UK)
for the purposes of registration.
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Figure 1. The layout of the system in theatre.

Overlay on the view through the da Vinci is provided using twideo mixers (Panasonic WJ-MX 50) with chroma-
keying functionality. This ensures that there is no incegdag introduced by the system. An idea of the quality of ofao
keyed overlay can be found in figure 2

To achieve guidance we require a 4D model of the beating hEaid must be both temporally and spatially registered
to the patient. Finally the model must be visualised usirgctilibrated endoscope view.

2.1 4D Modd Construction

The preoperative model of the patient comes from coronann@iich provides a fully 4D representation of the patient.
The CT can be reconstructed at up to 20 multiple even phasesghout the cardiac cycle, see figure 3 for an example.
The relevant vessels must be segmented along with the swfabe myocardium.

The motion of the heart can potentially be obtained from ienggistration* 1> We are investigating the use of a 4D
statistical model to produce a segmentatfoand also the use of a subdivision surface representatiomeofi¢art with
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Figure 2. The surface of a heart phantom and the overlay wimgma keying.a shows the rendering of the surface. The surface is
truncated to visualise the difference to the heart phantoderneath as can be seerbin

volume preservation to track the motion of the myocardidmae will also apply the registration method'fto our
volumes.

An example of a patient model can be seen in figure 5(a).

Figure 3. The phases of a heart displayed using the softmarew. Only about half of the 20 phases are shown.



2.2 Model-based 2D-3D registration techniques

Having obtained a preoperative model of the patient we nogdrie align this model to the video view through the da
Vinci endoscope. In this step we will develop suitable nigidr2D-3D registration algorithms.

Our strategy in performing registration will be to sepatétetemporal and spatial alignment of the preoperative tode
Temporal alignment may be obtained using the ECG signal.ddewthere may be residual lag between the ECG and the
video and we are investigating whether feature trackingévideo images could be used for this purpose. Featurdtigack
has been proposed as a means of reconstructing the suréaeedvihrough the endoscope and tracking its motfon.

If corresponding features can be tracked in the left andt riggws through the da Vinci stereo-endoscope, these can
provide 3D tracked points on the viewed surface. We propbisetéchnique to measure the motion of the heart and to
separate cardiac and respiratory motion. We are also exagnivhether geometry constraints can be used as an accurate
means of finding the period of the heart cycle, in the presénig@ motion of the camera or near rigid motion due to
breathing.

Having established temporal registration, the remainirgiom will be rigid apart from possible deformation of the
heart due to breathing. Preliminary work has shown that BDa8n-rigid registration can be used to build separate nsodel
of respiratory motion of the livéf and heart! Since both respiratory and cardiac motion are smooth antinumus, we
will develop 4D parametric motion models based on 4D B-gdinThese motion models will provide compact represen-
tations of cardiac motions.

To establish correspondence we are investigating two @gpes. We are adopting a similar approach to th&t of
to reconstruct the motion of the viewed surface, which camthe registered to the preoperative 4D model. Secondly
we are investigating whether intensity-based similaritgtmies can be developed. We are using the concept of photo-
consistenc? 2% as a similarity measure using the calibrated stereo vieasate available on the da Vinci system. It
is hoped that a combination of these techniques will be abfedvide alignment of the 4D model from the cardiac CT
images with the series of 2D video images grabbed througanbdescope.

2.3 Visualisation

The da Vinci system provides the surgeon with endoscopiestddeo images of the surgical scene during coronaryarter
bypass. The goal of this step is to provide an augmentedydadiility for the da Vinci system during this procedure.

In order to achieve this we need to establish the relatignsbtween camera coordinates and image coordinates (de-
termined by the intrinsic transformation parameters) al agthe relationship between world coordinates and camera
coordinates (determined by the extrinsic transformatiarameters). Since the intrinsic parameters describe teenal
properties of the stereo endoscopic cameras of the da Vistes, we use an offline camera calibration technique to
determine these parametéfs?®

As the image fusion is done by use of chroma keying with twewichixers, an additional 2D-2D transformation from
the graphical output to the input channels of the mixer isleee This is achieved by point to point registration.

We will then use the model-based 2D-3D registration algamitiescribed previously to estimate the extrinsic transfor
mation parameters. The resulting visualisation will beeablguide the surgeon during critical parts of the procedure

3. RESULTS
3.1 4D Modedl Construction

For preoperative model building we use coronary CT imagesnstructed a0 even phases throughout the cardiac
cycle. To produce a 4D model we segment the first phase by hahgdrapagate this to the oth&d phases by non-rigid
registrationt® This is similar to the method used by Szpala et®abut here it is demonstrated on clinical coronary CT
scans rather than phantom data. Figure 4 gives an idea ofitidigyqpf the registration.

3.2 Visualisation

An example of retrospectively aligned images is shown inréget. We have a number of clinical coronary CT images
that are being used to investigate preoperative model aariin. Registration algorithms using both feature tiagkand
intensity-based techniques are being developed.



e e e R =
e AlEHEH &

Min. greyvalue:
s

Max. greyvalue:
527 I

NN nterpolation ] [Grey ~] risolines

Image = home/miiglicor_CT/00_reg_res.gipl.Z

polation v]  [crey ~| risolnes

homemiiglicor_CT/60_req_res.gipl.Z

© Neurological ~ # Radiological Native.

Bl
EAERL

WE ) |||

Vorelcoordinoies = 104 46 41 Ta 5 souce= 1533
b World coordinates = 21.9 5.7 108 Anstomy =

(©) Department of Comptting, Imperial College

Figure 4. Non-rigid registration was used to register trat finage to the other images. &the deformation of the ventricle is displayed.
b shows the registered image slices from different phasesaf@d60 %) of the cardiac cycle.

4. DISCUSSION

We propose a system for augmented reality image guidanasaifyt endoscopic coronary artery bypass. Previous work
has suggested the use of image guidance in TECAB surgeryendrtrated its feasibility on a heart phantbhalk

et al have demonstrated a system for AR guidance based onptariar x-ray angiograph$f. We describe the first such
results using clinical coronary CT scans to provide the 4fiepamodel using non-rigid registration. We also propage t
novel strategies for alignment of this model to the endogcapw. The first uses robust feature tracking to reconstiue
viewed surface, which can then be matched to the preopenaitddel. The second strategy uses intensity-based methods
for registration.

For augmentation of the endoscopic view we use video mixgrgh does not introduce any lag to the surgeons view
of the real surface. We use chroma-keying for the image fysidich limits the range of available colours. This is not
a significant limitation as we want colour separation betwte overlaid view and the largely red surgical view. It is
hoped that such information can improve the efficiency of ABGurgery and reduce the conversion rate to more invasive
procedures.
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Figure 5. A rendering of the preoperative model showing tlyecardial surface, left internal mammary artery, left sistedescending
artery and a diagonal branch (a), an aligned rendering (@)tarcorresponding endoscope view (c).
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